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The advent of machine learning (ML) techniques has revolutionized the field of materials science, offering new pathways for discovering and designing advanced materials. This study focuses on the application of ML algorithms to predict the properties of high-entropy alloys (HEAs), which are known for their exceptional mechanical properties and resistance to corrosion and wear.
We developed a predictive model based on the Random Forest algorithm, utilizing a dataset comprising the compositional and processing parameters of various HEAs. The model was trained to predict the yield strength and ductility of unseen alloy compositions. Model performance was evaluated using cross-validation techniques, with a focus on understanding the feature importance derived from the ML model.
The ML model demonstrated high accuracy in predicting the mechanical properties of HEAs, with a coefficient of determination (R2) of 0.92 for yield strength and 0.89 for ductility. Analysis of feature importance revealed that the atomic radius and electron affinity are critical factors influencing the alloys' mechanical properties. Furthermore, the model identified novel alloy compositions with predicted superior mechanical properties, which were subsequently validated through experimental synthesis and testing.
This study illustrates the potential of ML as a powerful tool for the predictive design of materials, enabling the rapid identification of HEAs with tailored properties. Our findings underscore the importance of integrating computational models with experimental validation to accelerate materials discovery and design.
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